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Abstract—Tweet streams provide a variety of real-life and real-time information on social events that dynamically change over time. Although social event detection has been actively studied, how to efficiently monitor evolving events from continuous tweet streams remains open and challenging. One common approach for event detection from text streams is to use single-pass incremental clustering. However, this approach does not track the evolution of events, nor does it address the issue of efficient monitoring in the presence of a large number of events. In this paper, we capture the dynamics of events using four event operations (create, absorb, split and merge), which can be effectively used to monitor evolving events. Moreover, we propose a novel event indexing structure, called Multi-layer Inverted List (MIL), to manage dynamic event databases for the acceleration of large-scale event search and update. We thoroughly study the problem of nearest neighbour search using MIL based on upper bound pruning, along with incremental index maintenance. Extensive experiments have been conducted on a large-scale real-life tweet dataset. The results demonstrate the promising performance of our event indexing and monitoring methods on both efficiency and effectiveness.
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1 Introduction

As one of the most popular online social networking services, Twitter has been witnessing a burst of growth in the numbers of both users and posts since it was created in March 2006. The quickly-updated tweets cover a wide variety of events that happen around the world everyday. These events reveal valuable information on breaking news, hot discussions, public opinions, and so on. Moreover, these events typically evolve over time. Event evolution exhibits event changes across successive time stamps. For example, public opinions about a U.S. presidential election may change over time. Its evolution can unfold a history of the event and characterize the event with changing opinions over time, providing an opportunity for timely responses at different stages. Thus how to efficiently and effectively monitor event evolution from tweet streams is of great importance.

The characteristics of tweets pose two main challenges to event evolution monitoring. First, the textual content of a tweet is short and noisy, which may affect the quality of event tracking. Second, tweets keep arriving in a streaming fashion. According to the online statistics, there are around 58 million tweets posted on Twitter per day on average. The event monitoring algorithms for such kind of dynamic social data have to be scalable and incremental without a priori knowledge. Existing event detection methods, such as the single-pass incremental clustering algorithm [1], [2], [3], can hardly be applied to event evolution monitoring due to the following two limitations. First, once a cluster is created, it can only be updated by inserting new tweets which is too restrictive to capture the evolution of events, which may require merging and splitting of existing clusters. Second, it lacks indexing support. It needs to compare the newly arriving tweet with all existing events exhaustively. Without an index, the performance will deteriorate when the data size and the number of events grow quickly. However, indexing structures which are designed for long text documents such as Web pages cannot efficiently process short and rapidly arriving tweets. Most of the existing studies on event evolution monitoring focus on tracking the details of one event (e.g., [1], [4]). The peaks of the tweet activities are highlighted by analysing the tweets collection belonging to a specific event, but the relationships among multiple events and the changes are missed in their work. To monitor evolutions among all relevant events, a subgraph-by-subgraph incremental tracking framework is proposed in [5]. Six primitive cluster evolution operations are defined to capture the dynamic changes of events efficiently. However, they only check the evolution of events when the time window moves and thus fail to monitor event evolutions in real time. Moreover, the setting of the time window length could be problematic. More details are discussed in Section 2.1.

In view of the lack of effective methods for monitoring evolving events from tweet streams, we use four event operations to capture dynamic event evolution patterns, including creation, absorption, split and merge. These four operations are able to track event evolution over time. Further, split and merge operations can also record event relationships in the evolution process. Although similar operations have been mentioned in previous work [6], our work focuses on how to support these operations efficiently by our proposed indexing structure. To implement fast event search upon the arrival of new tweets, we propose a Multi-layer Inverted List (MIL) as an event indexing structure that can support both efficient event search (for the four event operations) and real-time event update. More specifically, a multi-layer structure is constructed based on the traditional inverted list indexing to support fast search and update for large-scale event databases. By exploiting the strong correlations among words in short tweets, the $m$-th layer in the structure contains the inverted lists for $m$-terms (i.e., a sequence of $m$ words sorted in alphabetical order that frequently co-occur in tweets). It is designed in a way that more relevant yet shorter event lists are quickly found at the lowest layer, hence searching longer event lists at the upper layer can be largely avoided by our proposed pruning strategy. Note that MIL is an indexing structure with root (the first layer) at the top, hence upper layer is closer to the root of MIL while lower layer is...
closer to the leaf. In other words, equipped with the MIL indexing structure, nearest neighbour search is implemented with effective upper bound pruning. A novel upper bound on event similarity is designed to significantly reduce the computational cost on the long event lists.

The contributions of this paper are summarized as follows:

- We use four event operations along with the stream clustering algorithm to effectively capture event evolution patterns over time.
- We propose a novel event indexing structure, referred to as Multi-layer Inverted List (MIL), to facilitate event search and event update for large-scale, dynamic event databases.
- We present efficient algorithms for nearest neighbour search with upper bound pruning to avoid a large proportion of expensive event similarity computations.
- We conduct an extensive performance study on dynamic event databases generated from over ten million tweets and the results demonstrate the superiority of our methods over existing methods.

The remainder of this paper is organized as follows. Section 2 reviews related work. Section 3 formally defines the problem. Section 4 details event evolution monitoring strategies. MIL and its search algorithms are discussed in Section 5. Experimental results are shown in Section 6 and we conclude in Section 7.

2 RELATED WORK

In this section, we review related work on two topics: event detection/tracking in Twitter and text indexing, and then present the differences between existing work and ours at the end.

2.1 Event Detection and Tracking in Twitter

Event Detection. Recently, considerable efforts have been devoted to summarizing online textual streams such as tweets in the form of events [7], [8], [9], [10]. There are various ways to give a taxonomy of all these related works. As shown in [11], according to the detection task, the techniques can be classified into retrospective event detection (RED) [12] and new event detection (NED) [13]. Based on the event type, they are categorized into specified [14] and unspecified [15] event detection. The former relies on the prior available information on the event of interest, while the latter detects events from the bursts or trends in Twitter streams. Depending on the detection method, there are supervised [16] and unsupervised [17] algorithms. In this paper, we focus on NED, unspecified and unsupervised event detection. We undertake a brief review of several representative studies in the same category. To capture emerging events, [18] identifies the locally dense sub-graphs from a graph under a streaming model. In [17], daily signals for each word are constructed by applying wavelet analysis. The words are clustered into events using a modularity-based graph partitioning algorithm. This kind of daily detected events lose track of their developments over multiple days. In [19], the single-pass incremental clustering algorithm is adopted for event detection and the threshold is dynamically generated by the statistics of existing clusters. However, the influence of cluster center shift is ignored, thus it fails to capture the dynamics of events.

Event Evolution. Most of the work on event evolution tracks the details of one specified event in real time. For example, in [1], the authors track the representative tweets of an event and mine geographical diffusion trajectory on the map. Instead of tracking one individual event, we focus on event evolution, aiming to monitor the event evolution among relevant events. To the best of our knowledge, [5] is the only effort to monitor event evolution. In their work, a subgraph-by-subgraph incremental tracking framework is proposed for event monitoring. A skeletal graph is designed to summarize the information within a fading time window in a dynamic network. However, the evolution graph is constructed by treating each event snapshot as a node and the trajectory between snapshots as paths. So the evolution of an event is only checked when the time window moves. This time window strategy faces the problem that long time window length may lead to losing track of highly dynamic events’ evolutions and short time window length will lead to storing redundant snapshots for steady events.

2.2 Text Indexing

Traditional Text Indexing. Text indexing is an important area and has been widely studied to facilitate textual information retrieval in various information systems. Among all the indexing structures, the inverted file has proven to be the most effective structure for text similarity search [20]. The relevant research has been explored in many directions, including index construction, index maintenance, index storage, index compression, etc. We are particularly interested in index construction and maintenance. The traditional inverted file maintains a list for each word in the vocabulary, where each list contains the identifiers of the documents that contain the word and some other advanced information such as the in-document term frequencies. Different variants have been proposed to improve the performance. Phrase index (e.g., [21]) stores word sequences rather than individual words as the index terms to support fast phrase queries. But the word sequence in phrase index is a phrase which is an ordered list of words in natural language while our index term is a set of frequently co-occurring words sorted in alphabetical order. [22] proposed a two-layer indexing structure over the partitions of author names and on the clusters inside each partition to efficiently retrieve an author query to its closest cluster for duplicate detection. Their indexing structure is constructed based on the offline cluster results while ours is used to accelerate the processing of online clustering. The most relevant work to ours is the integration of the trie-tree structure and inverted file to index set-valued attributes for supersets, subset and equality queries [23]. The key idea is to store the frequent items as a trie-tree structure in main memory, along with the corresponding inverted sublists. Hence the IO cost of transferring the disk pages with the inverted lists to main memory is reduced. Our work is complementary to theirs, since their index structure is designed to reduce the IO cost, while our in-memory index structure stores the upper bound information and provides tighter upper bounds in lower layers to prune the long retrieved lists in upper layers so as to reduce the similarity computation cost.

Indexing for Twitter. Unlike traditional text indexing, the indexing structure for Twitter should be capable of ingesting the data rapidly and support efficient search and quick update on large-scale data. In [24], a retrieval engine which supports Twitter’s real-time search is introduced. The authors focus on how to organize the inverted list indexing to support low-latency, high-throughput retrieval and how to implement concurrency management. In [25], a query-based classification approach is designed to distinguish between tweets that may appear as a search result with high
probability and the noisy tweets. The former will be indexed by the inverted list in real-time, and the latter will be indexed in a background batch scheme. As we can see, all these indexing structures are constructed to index tweets and the search algorithms are designed to support fast tweet search on tweets data not event search on the detected events (clusters of tweets). The difference is that only a limited number of words exist in one tweet (even with weights) and the tweets search uses a boolean query language, i.e., search tweets containing (or not containing) specified search term(s); while for events, there might be hundreds of words in one event and only a few of them are dominant words (i.e., words with much higher weight than others). Moreover, event search is nearest neighbour search which is more complex than boolean queries. To the best of our knowledge, only one event indexing structure named variable dimensional extendible hash (VDEH) [26] has been proposed before. Given a query tweet, they use the fraction of matched tweets in an event to calculate the similarity between a query tweet and an event. VDEH stores highly similar tweets together in one bucket of the hash to accelerate the comparison between the query tweet and each event. Besides indexing, another approach for improving efficiency is the distributed processing topology [27]. However, for the highly dynamic Twitter data stream, detecting events immediately after the tweets are posted is of great importance. Unlike the distributed system, our proposed stream, detecting events immediately after the tweets are posted is proven to show the best performance in representing dynamic, short and noisy tweets [29]. Assuming the vocabulary used in our vector space model is a bag of words \(\{w_1, w_2, ..., w_n\}\), we represent a tweet as below.

**Definition 1.** Given a tweet \(e\), it is represented by a vector \(<tf(w_1), tf(w_2), ..., tf(w_n)>\), where \(tf(w_i)\), the value of the \(i\)-th dimension of \(e\), indicates the augmented term frequency of the corresponding word \(w_i\) in \(e\), which is calculated as

\[
tf(w_i) = \begin{cases} 
0.5 + 0.5 \times \frac{f(w_i, e)}{\max(f(w, e) : w \in E)}, & f(w_i, e) > 0 \\
0, & f(w_i, e) = 0
\end{cases}
\]

where \(f(w_i, e)\) is the term frequency of \(w_i\) in \(e\), \(i = 1...n\), and \(n\) is the vocabulary size. \(tf(w_i) = 0\) if \(w_i\) does not appear in \(e\).

**Event.** An event is defined as a cluster of tweets sharing similar textual information.

**Definition 2.** Given a similarity metric \(\varphi^1\) and a similarity constraint \(\theta\), an event \(E\) consisting of a set of tweets \(\{e_1, e_2, \cdots\}\) needs to satisfy the following condition that

\[
\forall e \in E \rightarrow \varphi(e, E.center) \geq \theta,
\]

where \(E.center\) is defined as the mean vector of all tweet vectors belonging to \(E\), in which each value is the mean of the augmented term frequencies of the corresponding word.

We simply represent an event \(E\) by its center vector \(E.center\), which also applies the vector space model. Thus, the constraint \(\theta\) can be considered as the smallest acceptable similarity between the event and its member tweets. A number of important event properties are also recorded, which are described in Table 1. We assume that there is no overlap among events. In other words, any single tweet only belongs to one event. This is reasonable because of the small lengths of tweets. More notations related to \(E\) used in the following sections are listed in Table 2.

**The Problem.** The problem we aim to address in this paper is to effectively and efficiently detect emerging events, capture the changes of existing events and eventually reveal events’ evolution paths over continuous tweet streams. Given a tweet stream, we propose to incrementally generate a set of events \(S = \{E_1, E_2, \cdots\}\) along the timeline and analyse the evolving relationships among them, e.g., which event is the ancestor of another one. Four operations are defined in our work to describe the evolving paths: creation, absorption, split and merge. The evolving paths are recorded by the event properties \(prev_E\) and \(next_E\) (see Table 1). For example, if \(E_1\) splits into \(E_2\) and \(E_3\), we will set \(next_{E_1} = \{E_2, E_3\}, prev_{E_2} = E_1\) and \(prev_{E_3} = E_1\).

1. Cosine similarity is used in our work.

### Table 1: Event Properties

<table>
<thead>
<tr>
<th>Property</th>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>(</td>
<td>E</td>
</tr>
<tr>
<td>Radius</td>
<td>(r_E)</td>
<td>the smallest similarity from the tweets in (E) to the cluster center</td>
</tr>
<tr>
<td>Starting time</td>
<td>(ts_E)</td>
<td>the initial creation time of (E)</td>
</tr>
<tr>
<td>Evolving period</td>
<td>(te_E)</td>
<td>the time duration of (E) from its creation to the latest update</td>
</tr>
<tr>
<td>Previous events</td>
<td>(prev_E)</td>
<td>the events where (E) is derived from</td>
</tr>
<tr>
<td>Next events</td>
<td>(next_E)</td>
<td>the events derived from (E)</td>
</tr>
</tbody>
</table>

### Table 2: Notations

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(E_j)</td>
<td>the (j)-th event</td>
</tr>
<tr>
<td>(E_i)</td>
<td>the (i)-th dimension in the vector representation of (E)</td>
</tr>
<tr>
<td>(E_j)</td>
<td>the (i)-th largest value among all dimensions of (E)</td>
</tr>
<tr>
<td>(E_{ji})</td>
<td>the (i)-th largest value among all dimensions of (E_j)</td>
</tr>
</tbody>
</table>

**Tweet.** A tweet is a small piece of text, which is usually represented by the vector space model [3]. The augmented term frequency [28] is applied to our representation because it has been proven to show the best performance in representing dynamic, short and noisy tweets [29]. Assuming the vocabulary used in our vector space model is a bag of words \(\{w_1, w_2, ..., w_n\}\), we represent a tweet as below.

**Definition 1.** Given a tweet \(e\), it is represented by a vector \(<tf(w_1), tf(w_2), ..., tf(w_n)>\), where \(tf(w_i)\), the value of the \(i\)-th dimension of \(e\), indicates the augmented term frequency of the corresponding word \(w_i\) in \(e\), which is calculated as

\[
\begin{align*}
    tf(w_i) &= \begin{cases} 
        0.5 + 0.5 \times \frac{f(w_i, e)}{\max(f(w, e) : w \in E)}, & f(w_i, e) > 0 \\
        0, & f(w_i, e) = 0
    \end{cases} \\
    &\quad (1)
\end{align*}
\]

where \(f(w_i, e)\) is the term frequency of \(w_i\) in \(e\), \(i = 1...n\), and \(n\) is the vocabulary size. \(tf(w_i) = 0\) if \(w_i\) does not appear in \(e\).

**Event.** An event is defined as a cluster of tweets sharing similar textual information.

**Definition 2.** Given a similarity metric \(\varphi^1\) and a similarity constraint \(\theta\), an event \(E\) consisting of a set of tweets \(\{e_1, e_2, \cdots\}\) needs to satisfy the following condition that

\[
\forall e \in E \rightarrow \varphi(e, E.center) \geq \theta,
\]

where \(E.center\) is defined as the mean vector of all tweet vectors belonging to \(E\), in which each value is the mean of the augmented term frequencies of the corresponding word.

We simply represent an event \(E\) by its center vector \(E.center\), which also applies the vector space model. Thus, the constraint \(\theta\) can be considered as the smallest acceptable similarity between the event and its member tweets. A number of important event properties are also recorded, which are described in Table 1. We assume that there is no overlap among events. In other words, any single tweet only belongs to one event. This is reasonable because of the small lengths of tweets. More notations related to \(E\) used in the following sections are listed in Table 2.

**The Problem.** The problem we aim to address in this paper is to effectively and efficiently detect emerging events, capture the changes of existing events and eventually reveal events’ evolution paths over continuous tweet streams. Given a tweet stream, we propose to incrementally generate a set of events \(S = \{E_1, E_2, \cdots\}\) along the timeline and analyse the evolving relationships among them, e.g., which event is the ancestor of another one. Four operations are defined in our work to describe the evolving paths: creation, absorption, split and merge. The evolving paths are recorded by the event properties \(prev_E\) and \(next_E\) (see Table 1). For example, if \(E_1\) splits into \(E_2\) and \(E_3\), we will set \(next_{E_1} = \{E_2, E_3\}, prev_{E_2} = E_1\) and \(prev_{E_3} = E_1\).

1. Cosine similarity is used in our work.
4 Monitoring Evolving Events

Social events are highly dynamic and evolving quickly. It is important to capture their dynamics and record their evolutions, which help to make sense of the influence and the trend of social events. In this section, we will define four event evolution operations, based on which evolving events are captured incrementally.

4.1 Event Evolution Operations

We define four event evolution operations including creation, absorption, split and merge, to reflect event changes upon the arrival of new tweets. Given a set of $N$ existing events $\{E_j| j = 1..N\}$ and a new arriving tweet $e$, we first find the most similar event to $e$ according to the predefined similarity metric $\varphi$ and denote it as $E_{NN}$. Based on the similarity constraint $\theta$ on the events, the following operations are triggered by the arrival of $e$ (similar to the operations in [6]).

Create: If $\varphi(e, E_{NN}) < \theta$, the similarity constraint on events is not satisfied. Thus, a new event is created, which consists of the single $e$.

Absorb: If $\varphi(e, E_{NN}) \geq \theta$, the new tweet $e$ is supposed to be absorbed by $E_{NN}$. However, when $e$ joins $E_{NN}$, the event center may shift, resulting in the change of the smallest similarity between the member tweets and the event. If the updated smallest similarity value still satisfies the constraint $\theta$, i.e., not smaller than $\theta$, $E_{NN}$ will be updated by absorbing $e$. Otherwise, $E_{NN}$ will no longer be a valid event and the operation Split will be triggered.

Split: If the updated smallest similarity value between the member tweet and $E_{NN}$ is smaller than $\theta$ by absorbing $e$, the bisecting $k$-Means clustering [30] will be performed on the tweets contained by $E_{NN}$ to generate two new events.

Merge: When the operation split is conducted, the newly split events may be merged with other existing events if the merged events satisfy the similarity constraint $\theta$. In this case, the split events need to check whether any existing events can be merged, and the merged events are regarded as new events.

The time complexity to adjust the event center when absorbing a new tweet is linear to the number of words in the updated event. Obviously, split and merge operations indicate the evolving relationships among events. Whenever a split or merge operation happens, event properties $prev_E$ and $next_E$ of new events are updated accordingly, which record the event evolution path and reveal how events are evolving over time.

To give a better explanation of the above four operations for monitoring evolving events, we will use a real-life example, i.e., Edward Snowden’s leakage of NSA documents. When Snowden just left Hawaii for Hong Kong, a lot of tweets were posted to discuss him. These tweets form the event “$E1$ (Snowden, NSA, Hong Kong, USA)”. After Snowden flew to Russia, the focus of new tweets changed as well. At the beginning, these tweets were absorbed by $E1$ because they were close to $E1$ by sharing a lot of common words like “Snowden”, “Edward”, and “USA”. However, when more and more new tweets were involved, the smallest similarity between tweets and the event center of $E1$ was getting smaller and smaller due to the shifting focus of the new arriving tweets, which made the content of the event $E1$ more and more diverse. Eventually, the focus of $E1$ changed from “Hong Kong” to “Hong Kong, Russia”. At one moment, $E1$ did not satisfy the similarity constraint $\theta$ anymore after receiving the new tweets. Hence $E1$ was split into “$E2$ (Snowden, Russia, USA, Putin)” and “$E3$ (Snowden, Hong Kong, NSA, leak)”. Once the split operation was triggered, the newly split events (i.e., $E2$ and $E3$) could be merged with other nearby events. For example, $E2$ was merged with “$E4$ (Russia, USA, Obama, Putin)” to generate the new event $E5$ which satisfied the threshold requirement.

The only parameter in defining these four event evolution operations is the similarity constraint $\theta$. Instead of predefined $\theta$, we aim to automatically adjust it according to the statistics of previous query tweets’ nearest neighbours’ similarity records. The idea is to maintain the mean $\mu$ and standard deviation $\sigma$ of all the previous query tweets’ largest similarity values to the database events. We follow the settings in [19], and the threshold is dynamically calculated as $\mu - 3\sigma$. Statistically, the $3\sigma$ range to the mean covers more than 99.7% tweets in the event for normally distributed tweets. That is to say, when the similarity between a new tweet and its nearest neighbour event is smaller than $\theta$, it is highly unlikely for the tweet to be relevant to its most similar event and a new event should be created. The mean and standard deviation of the largest similarity values of previous query tweets can be maintained dynamically by their zero’th, first and second order moments continuously, which corresponds to the number of tweets, the sum of their largest similarity values, and the sum of squared largest similarity values respectively. They can be additively calculated over the tweet stream, thus are easily maintained in the streaming scenario. Denoting the three moments as $M_0$, $M_1$, and $M_2$ respectively, the mean $\mu$ and standard deviation $\sigma$ can be obtained by these moments as $\mu = M_1/M_0$ and $\sigma = \sqrt{M_2/M_0 - (M_1/M_0)^2}$.

Besides the automatically generated threshold $\theta$, we also define $\theta_U$, an upper bound of $\theta$ to prevent an unnecessarily high $\theta$ value. For example, the burst of a hot event will lead to a large number of high similarity values to the event. This will make the value of $\theta$ keep increasing, and other less intensive events will fail to absorb relevant tweets due to the extremely high value of the threshold setting. $\theta_U$ can help keep $\theta$ values in a reasonable range by filtering the outliers. The process of tuning $\theta_U$ is detailed in Section 6.2. We do not worry about the low $\theta$ value because $\theta$ generally goes up as new tweets are inserted.

4.2 Incremental Event Evolution

Based on the above four event evolution operations, the events will be updated with the streaming arrivals of tweets. Two algorithms are designed in our work to implement the four operations and update the events dynamically. The whole process is described in Algorithm 1.

Algorithm 1 starts with an empty event set $S$. For the very first tweet, it is taken as an event to be added into the event set (or database), followed by initializing order moments (lines 1-3). For any of the following tweets, its nearest neighbour event and the corresponding similarity $\varphi_{max}$ is first found by conducting the nearest neighbour search on the events set (line 5). The threshold $\theta$ is then dynamically computed based on $M_0$, $M_1$ and $M_2$ (line 6). If $\theta$ is greater than the upper bound $\theta_U$, $\theta$ is updated to be $\theta_U$ (line 7). If $\theta$ is less than $\theta_U$, the event is added to the event set (lines 8-13). If the similarity constraint on events is satisfied, the event $e$ is supposed to be absorbed by $E_{NN}$ (line 14). Otherwise, if the updated smallest similarity value of $e$ is smaller than $\theta$ by absorbing $e$, the bisecting $k$-Means clustering [30] will be performed on the tweets contained by $E_{NN}$ to generate two new events (line 15). If the split operation was triggered, the newly split events (i.e., $E2$ and $E3$) could be merged with other nearby events (line 16). If an event is merged, the merged events are regarded as new events (line 17).
7). If the nearest neighbour event $E_{NN}$ has smaller similarity to $e$ than $\theta$, a new event is created and added into the event set (lines 9). Otherwise, $e$ is absorbed by $E_{NN}$ (line 11). If the updated radius of $E_{NN}$ is smaller than $\theta$, $E_{NN}$ is split into two new and smaller events by adopting the bisection k-Means clustering [30], followed by merging events (lines 13-15). Finally, three moments are updated incrementally (lines 19-21).

Algorithm 2 presents the steps to check whether the split events $E1$ and $E2$ should be merged with similar events. Given a split event $E$, the events with the Cosine similarity to it higher than $\theta$ are retrieved and added into a candidates set which are sorted by their similarities with $E$ for merge operation (line 2). Then these candidate events are merged with $E$ one by one (line 3-16) and the smallest similarity between the member tweets and the new merged event is checked every time (line 5). The merge procedure for $E$ will stop when the new merged event does not satisfy the similarity constraint $\theta$ of forming an event (lines 5-7) or when all events in the candidate set are merged (lines 13-15). When the merge procedure finishes, event properties are updated based on the merged event.

Instead of just defining the four event operations, we further work on how to support each of the four operations efficiently. The details are introduced in the following section.

5 Event Indexing and Search

One key process in the incremental event evolution monitoring is to find the nearest neighbour of a new tweet (in the case of create and absorb) or an event (in the case of merge), which is basically a nearest neighbour search. Because tweets are coming in a highly dynamic stream fashion, it is essential to implement the nearest neighbour search efficiently. In this section, we present the event indexing structure named Multi-layer Inverted List (MIL) which is proposed to index the social events data and support efficient nearest neighbour search for these events. MIL is distinct from the traditional inverted list in several ways.

The inverted file is recognized as the most efficient index structure for text similarity search [20]. As a document is represented as a bag of words, the inverted file maps the words to the documents that contain them. Given a number of query words, this structure highly reduces the search space by limiting the query processing being conducted to the documents which contain at least one of the query words. Form event indexing, with the arrival of a new tweet, we aim to find its closest event in order to check if it belongs to any existing event. It is essentially a nearest neighbour search. Thus, a straightforward way to organize events for search is to build an inverted file on them. However, given the fact that tweets are arriving so quickly nowadays, a huge number of events may be generated and updated frequently. The conventional inverted file is no longer sufficient to support large-scale dynamic event management because the lists returned by the inverted file may be still too long. Thus, a more efficient and scalable index structure is necessary. The proposed Multi-layer Inverted List (MIL) structure organizes events in different layers guided by different information-specific levels, which provides highly efficient search performance for large-scale event sets.

5.1 Index Construction

Different from the conventional inverted file which usually creates entries for individual words, the proposed Multi-layer Inverted List (MIL) consists of multiple layers, where each entry on the $m$-th layer corresponds to a set of $m$ words referred to as an $m$-term. An $m$-term entry points to a list of events, each of which contains all words in this $m$-term. In more detail, as illustrated in Figure 1, we build up the entries for 1-terms on layer 1, the entries for 2-terms on layer 2, and so on. More importantly, an $(m + 1)$-term is generated by adding a strongly correlated word to
its \( m \)-term so that the \( m \)-th layer naturally points to the \((m+1)\)-th layer. For example in Figure 1, \( w_1 \) stands for “NSA”, a 1-term on layer 1. A 2-term \( w_1w_3 \) representing “NSA, Obama” is generated and pointed from \( w_1 \), and a 3-term \( w_1w_3w_5 \) representing “NSA, Obama, Snowden” is generated and pointed from \( w_1w_3 \). The terms on each layer are sorted in alphabetical order. Each \( m \)-term entry in this index structure points to a list of events containing the corresponding \( m \) words. For instance, the events \( E1, E6, E12 \) and \( E21 \) shown in Figure 1 all contain the words “NSA” and “Obama”. One important feature of MIL is that the event list pointed by an \((m+1)\)-term is a subset of the event list pointed by its corresponding \( m \)-term. So the events from a shorter list stored on the lower layer (bigger \( m \), contains more words in the index terms) are more likely to be relevant to the new tweet (query tweet) because they share more of the same words. This feature motivates our proposed pruning based search strategy which enables fast search by first inspecting most relevant and shorter event lists on the lower layer, so as to get a larger similarity value to avoid exhaustive accesses to longer event lists on the upper layers, as will be detailed in Section 5.3. Obviously, the most upper layer (i.e., \( m=1 \) of MIL alone can be regarded as the conventional inverted file.

### 5.1.1 \( m \)-term Generation

The next question is how to generate \( m \)-terms on different levels in the proposed indexing structure. We create \( m \)-terms according to the vocabulary which is constructed based on the words contained in the collected tweets and which grows dynamically as new tweets arrive. Clearly, not all the words should be selected into the vocabulary, as many of them are trivial and meaningless even after removing the stop words. Thus, how to determine a meaningful word vocabulary is the first step. An intuitive way to measure the significance of words is using their tf-idf values. However, if the tf-idf value of a word is stable over time, most likely it does not indicate the occurrence of events. Emergence of events is usually reflected by the change of words’ usage [17]. Given this observation, wavelet analysis [17] is applied in our work to capture the change of the words’ usage in tweets. The comparison between the tf-idf based algorithm and the wavelet analysis based algorithm is presented in the experiments.

Essentially, for each word \( w \), a signal \( S_w \) can be generated by observing its df-idf values in a certain time period, denoted as:

\[
S_w = \langle s_{w,t_1}, s_{w,t_2}, ..., s_{w,t_k} >
\]

where \( \{ t_i | i = 1..k \} \) are a sequence of observation time points within the time window \([t_1, t_k]\) and \( s_{w,t} \) is a df-idf value of the word \( w \) at the time point \( t \), which is defined as

\[
s_{w,t} = \frac{| \{ e| e \in T_{t_i}, w \in e \} |}{| \{ e| e \in T_{t_i} \} |} \times \log \frac{\sum_{j=1}^{\infty} |T_{t_j}|}{\sum_{j=1}^{\infty} |T_{t_j}|}
\]

where \( T_{t_i} \) is the collection of tweets with timestamps in the time duration \([t_{i-1}, t_i]\). Notably, df is used here because multiple appearances of the same word in one short tweet usually indicate the occurrence of the same event [17].

Referring to [17], based on \( S_w \) we generate a new signal \( S'_w \) to capture the entropy change of the original signal. It is defined as

\[
S'_w = \langle s'_{w,t_1}, s'_{w,t_2}, ..., s'_{w,t_k} >
\]

where

\[
s'_{w,t} = \begin{cases} 
\frac{H_{t_i} - H_{t_{i-1}}}{H_{t_{i-1}}} & , \text{if } H_{t_k} > H_{t_{i-1}} \\
0 & , \text{otherwise}
\end{cases}
\]

\( H \) denotes the H-Measure of signal \( S \), which is a normalized value of Shannon wavelet entropy. More details can be found from [17]. By calculating the auto-correlation value of \( S'_w \), we can determine whether \( S'_w \) is a trivial signal. If the usage of the word \( w \) is stable over time, its associated signal \( S'_w \) is flat, resulting in a low auto-correlation. \( S'_w \) and \( w \) will be considered as trivial. In this way, we create the vocabulary by removing the trivial words. Every word in the vocabulary forms a 1-term. For each new word in the arriving tweets, its signal is monitored over the time duration and added into the vocabulary if its auto-correlation is high.

For \( m > 1 \), \( m \)-terms are generated by finding the \( m \)-sized frequent word sets from the 1-terms periodically. One option is to re-construct \( m \)-terms whenever a significant increase in the vocabulary size is detected. A widely used method FP-growth [31] is applied to achieve efficient and scalable frequent itemset mining. The support threshold \( \lambda \) for FP-growth is tuned in Section 6.2.

The proposed indexing structure consists of \( m \) layers. Since each individual tweet is generally a small piece of text consisting of 2-10 meaningful keywords, the length of the largest frequent itemsets is usually small. \( m \) is normally in the range of 2-3, as indicated from our experimental results. The effect of \( m \) with various values on indexing performance will be further discussed in the experiments.

### 5.1.2 Event List

Each \( m \)-term points to a list of events, where event ids are stored in the list. Some events can contain multiple \( m \)-terms. For example, \( E12 \) (in Figure 1) is on the lists derived from \( w_1, w_3, w_5 \), \( w_1, w_5 \), \( w_3 \) and \( w_1w_3w_5 \) as it contains all these words. It is expected that the lengths of lists on the \((m+1)\)-th layer are far shorter than those on the \(m\)-th layer.

Given a tweet \( c \), to identify the event it belongs to, we need to calculate the similarity between \( c \) and each individual event. It is critical to reduce the search space as much as we can to support efficient identification. Basically, we only consider event lists from \( m \)-term entries, where \( c \) contains the corresponding \( m \) words. To further reduce the search cost by avoiding exhaustive and expensive similarity computations, we will calculate the similarity upper bound for the remaining events with respect to \( c \). In order to compute upper bounds, the information about each event also needs to be maintained in MIL.

On the \( m \)-th layer in MIL, for each event \( E \) in the list pointed to by a \( m \)-term, the necessary information to calculate its upper
bound (Equation 3) with respect to a tweet is the sum of the largest $m$ values and the $(m + 1)$-th largest value among all dimensions in $E$. Denoting the $i$-th largest value in $E$ as $E_i$, the additional information stored in the indexing structure at the $m$-th layer for $E$ includes a value-pair $< \sum_{i=1}^{m} E_i, E_{m+1} >$.

Take the event $E_12$ (in Figure 1) as an example. Its associated value-pair on the entry $w_1$ is $< E_{121}, E_{122} >$, the value-pair on the entry $w_1 w_3$ is $< E_{121} + E_{122}, E_{123} >$ and the value-pair on the entry $w_1 w_3 w_{10}$ is $< E_{121} + E_{122} + E_{123}, E_{124} >$.

5.2 Incremental Index Maintenance

Whenever there is an update on events upon the arrival of a new tweet, in addition to the event database, the indexing structure needs to be updated as well. We maintain the update of the index incrementally. Specifically, after any of the four event evolution operations happens, the index will be correspondingly updated by the new or updated events. For an MIL structure with $m$ layers ($m \leq 3$ as discussed in Section 6.2), the time complexity of the index maintenance is $O(N^n)$, where $N$ is the number of words in the updated event. In Algorithm 1, the update of MIL will happen after line 2, line 9 and line 15. The new (or updated) events will be inserted into the MIL structure at different layers by matching the terms in MIL. Note that the vocabulary (i.e., the 1-terms) is incrementally enlarged by including the new non-stop-words in the new events, and $m$-terms at lower layers are periodically generated from tweets. It is important to note that split or merged events are regarded as new events which are inserted into the database and indexed by MIL. The old events (events before split or merge) will be dropped from MIL (line 14 in Algorithm 1 and line 9-10 in Algorithm 2). For example, if $E_1$ is split into $E_2$ and $E_3$, $E_1$ will be removed from MIL while $E_2$ and $E_3$ will be inserted into MIL. In this way, at any point in time, only the active events at that moment are searchable through MIL.

Next, we present the algorithms for nearest neighbour search (i.e., line 5 in Algorithm 1) through MIL. The detailed upper bound estimation based on the information stored in MIL for the search scenario is explained.

5.3 Nearest Neighbour Search

For a new arriving tweet or newly split event, we are first interested in identifying its most similar event from the existing events indexed by MIL, corresponding to nearest neighbour search. To reduce the computational cost, it is critical to design an effective similarity upper bound for quick candidate pruning to avoid full similarity computations. In this subsection, we will discuss the upper bound estimation and the corresponding search strategy for nearest neighbour search, for a newly arriving tweet $e$. The procedure for a newly split event is the same.

5.3.1 Upper Bound Calculation

In the proposed MIL indexing structure, an event $E$ may appear in multiple event lists across different layers. As we mentioned before, the events lists on the lower layer are shorter and more likely to be relevant to the given tweet $e$. Hence, the idea here is to associate the event with different similarity upper bounds at different layers for $e$. Such a pruning based search strategy along with the proposed multi-layer structure enable efficient search by first inspecting most relevant event lists on the lowest layer, to avoid exhaustive accesses to longer event lists on the upper layers.

We adopt the Cosine similarity to measure the similarity between an event $E$ and a tweet $e$, denoted as $\varphi(e, E)$. Notably, in this work, all the vectors (both $e$ and $E$) are normalized. So the similarity between $e$ and $E$ is calculated as $\varphi(e, E) = \sum_{k=1}^{n} e_k \times E_k$, where $e_k$ denotes the $k$-th dimension in $e$. The estimation of upper bound of the Cosine similarity $\varphi(e, E)$ for nearest neighbour search is described in the following lemma.

**Lemma 1 (Upper Bound).** Given a tweet $e$ and an event $E$ on the event list at the $m$-th layer, the following similarity, denoted as $\varphi_u^m(e, E)$, is an upper bound of $\varphi(e, E)$:

$$\varphi_u^m(e, E) = \left( \sum_{i=1}^{m} E_i + E_{m+1} \times (Z - m) \right) \times \frac{1}{\overline{E}} \tag{3}$$

where $E_i$ is the $i$-th largest value among all dimensions of $E$, $\overline{E}$ is the largest value among all dimensions in $e$, and $Z$ is the number of dimensions which have non-zero values in both $E$ and $e$.

**Proof.** When the similarity calculation is required between $e$ and $E$ on the list pointed to by an $m$-term, it indicates that $e$ and $E$ have at least $m$ common words, which correspond to $m$ dimensions. By assuming that the values of these $m$ dimensions in $E$ are the largest $m$ values among all dimensions, the similarity contributed by them is no greater than

$$\sum_{i=1}^{m} E_i \times \frac{1}{\overline{E}} \tag{4}$$

where $\overline{E}$ is the largest value among all dimensions in $e$. Besides these $m$ words, $E$ and $e$ may still share some other common words. Denote the total number of common words shared by $e$ and $E$ as $Z$. It is just the number of dimensions which have non-zero values in both $E$ and $e$. The similarity contribution from the other $(Z - m)$ common words is no greater than

$$E_{m+1} \times \frac{1}{\overline{E}} \times (Z - m). \tag{5}$$

Taking into account the above two parts, we derive that $\varphi_u^m(e, E) \geq \varphi(e, E)$.

When $m$ increases, the upper bound $\varphi_u^m(e, E)$ decreases monotonically for the event $E$ with respect to $e$. In other words, a tighter upper bound for $E$ is provided for a larger $m$.

Given that $m$ is generally far smaller than the number of words in tweets, the upper bound computation in Equation 3 (with time complexity $O(1)$) is expected to be more efficient than the Cosine similarity computation which has a time complexity linear to the number of words in the tweet. This has been verified in our experiments (Figure 8). Similar to threshold algorithm (TA) [32], our upper bound is calculated during the process of nearest neighbour search. However, TA needs to maintain multiple sorted lists of objects. For highly dynamic tweets data, frequently updating these sorted lists leads to non-ignorable extra time cost especially for the long lists. Next, we discuss the search strategy for a new tweet to find the most similar event from MIL, by utilizing the upper bound established above.

5.3.2 Search Strategy

The search against the proposed indexing structure MIL is to find the most similar event $E$ from all existing events for a new arriving tweet $e$ according to the Cosine similarity measure (i.e., the NearestNeighbourSearch method at line 5 in Algorithm 1). Given a query, the events at the $(m + 1)$-th layer in MIL are not guaranteed to have higher similarities to the query than those at the
After we get the combined event lists, the next step is to compute their upper bounds $\varphi^u$ for the query, based on which effective pruning of events can be performed. By avoiding a large number of expensive Cosine similarity computations, the nearest neighbour, i.e. the most similar event, can be found quickly. The combined list at the lowest level is processed first, followed by its next upper level until the most upper level. The largest similarity value found so far, denoted as $\varphi_{\text{max}}$, is maintained during the process. If the upper bound of an event is greater than $\varphi_{\text{max}}$, the event is accessed and the actual Cosine similarity is calculated to check whether the nearest neighbour and $\varphi_{\text{max}}$ need to be updated. Otherwise, it can be safely pruned since its similarity upper bound is already equal to or smaller than $\varphi_{\text{max}}$.

The general idea is to perform depth-first traversal in MIL and filter the events based on upper bound pruning. Let us elaborate it with our running example, as in Figure 2 where a partial 3-layer MIL is depicted. Given a new tweet $e$ containing three keywords “NSA”, “Obama” and “Snowden”, we first locate the lowest layer that $e$ can reach in the indexing structure, by traversing the terms starting with “NSA”. In this example, it can reach the third layer with a 3-term containing all three words. The event list pointed to by the 3-term is then accessed. Next, the event list pointed to by the 2-term containing “NSA” and “Obama” is accessed, and followed by the three 1-terms’ lists to be accessed. In Figure 2, the term traversal order and the event list access order are shown in black and blank circles, corresponding to the depth-first pre-order and the depth-first post-order traversal, respectively.

Multiple event lists at each layer can be combined into a single list. Assuming $m$ layers have been traversed in MIL, we can have $m$ combined lists. The events belonging to more than one layer should only be retained in the list at their lowest layer (largest $m$) where the tightest upper bounds for events are computed. Meanwhile, the same event at the same layer is recorded only once in the combined list. For the example shown in Figure 1 and for the query tweet $e$ containing three words “NSA”, “Obama” and “Snowden”, $E12$ and $E21$ only appear in the third-layer combined list, $E1$ and $E6$ are recorded in the second-layer combined list, and $E5$, $E7$, $E13$, and $E14$ are stored in the first-layer combined list.

Fig. 2. An Example for the Term Traversal Order and the Event List Access Order in MIL

Event access order: $1\rightarrow 2\rightarrow 3\rightarrow 4\rightarrow 5$

Similarity Upper Bound : $\varphi^u$  Max Similarity Found: $\varphi_{\text{max}}$

$\varphi_{\text{max}}$ : pointer to the next list

$\varphi^u$ : pointer to the event list

$m$-terms

Fig. 3. An Example for Upper Bound Pruning

An example for upper bound pruning is illustrated in Figure 3, where the third-layer to the first-layer combined lists are $\{E12, E21\}$, $\{E1, E6\}$, and $\{E5, E7, E13, E14\}$ respectively. Their upper bounds $\varphi^u$ are also indicated. The third-layer list is first processed. After the event $E12$ is accessed, $\varphi_{\text{max}}$ and the nearest neighbour are updated to be 0.71 and $E12$. Since the upper bound of $E21$ is smaller than current $\varphi_{\text{max}}$, $E21$ can be pruned directly without computing its Cosine similarity. Then the second-layer list is processed. Since $E1$ has a smaller upper bound than $\varphi_{\text{max}}$, it is pruned. $E6$ is accessed for Cosine similarity computation since its upper bound is greater than $\varphi_{\text{max}}$. The actual similarity of $E6$ is 0.72, which is greater than $\varphi_{\text{max}}$. Therefore, $\varphi_{\text{max}}$ and the nearest neighbour are updated to be 0.72 and $E6$ respectively. Finally, the first-layer list is processed, and only $E7$ is accessed. $E6$ remains as the final result for the nearest neighbour. In this example, only three events ($E12$, $E6$ and $E7$) are required to calculate the actual similarities to the query based on upper bound pruning, with an additional cost on upper bound computations.

Notably, the upper bound calculation requires the known value of $Z$ for each event. In our implementation, give a query, $Z$ can be simply calculated by retrieving all its 1-term event lists and counting the number of occurrences across all the lists for each event. The search algorithm is outlined in Algorithm 3.

In Algorithm 3, by traversing the indexing structure MIL, the maximum number of layers reached by the query tweet $e$, i.e. $m$, and the combined list at each layer are first generated (line
Algorithm 3: Nearest Neighbour Search

Input: Index I, Tweet e
Output: Nearest Neighbour Event E_{NN}
1 Lists[m] ← GenerateLayeredLists(e, I);
2 Z[] ← ComputeZ(e, I);
3 ϕ_{max} ← 0;
4 for i ← m to 1 do
5     for E ∈ Lists[i] do
6         ϕ_{i}(e, E) ← ComputeUpperBound(e, E, Z);
7         if ϕ_{i}(e, E) > ϕ_{max} then
8             ϕ ← ComputeCosineSimilarity(e, E);
9             if ϕ > ϕ_{max} then
10                ϕ_{max} ← ϕ;
11                E_{NN} ← E;
12         end
13 end
14 end
15 return E_{NN};

1), followed by computing Z value for each event which shares at least one common word with e (line 2). To find the nearest neighbour to e, ϕ_{max} is initialized to be 0 (line 3). The combined event lists are then accessed in the bottom-up order (lines 4-15), given that events at lower layers potentially have higher similarities than those at upper layers. For each event in the i-th layer list, its upper bound ϕ_{i} is computed (line 6). If ϕ_{i} > ϕ_{max}, its actual similarity to the query is computed and compared with ϕ_{max} to see whether the currently maintained nearest neighbour and its similarity to the query need to be updated (lines 7-13). Otherwise, the event is filtered without similarity computation.

The time complexity of the algorithm is linear to the number of events that share at least one common word with the query. However, the proposed upper bound pruning strategy starting from lower to upper layers can greatly reduce the search cost by saving a large number of the Cosine similarity computations. As the query tweet’s length increases, such reduction becomes more significant since the Cosine similarity computation gets more expensive. This will be further verified by our experiment results.

6 Experiments

In this section, we report the results of an extensive performance study conducted on a large real-life tweet dataset. The experiments are designed to verify the effectiveness of the event evolution monitoring process and the efficiency of the index structure.

6.1 Set Up

6.1.1 Dataset

We collected 11,121,112 tweets posted from July 25th, 2013 to November 30th, 2013 using Twitter Search API. There are two types of APIs provided by Twitter to crawl tweets, Stream API and Search API. The former one can only return a very small fraction of the total volume of tweets at any given moment, based on which events can rarely be detected and monitored. Thus, we use Search API to crawl tweets by giving a list of search terms to get more “meaningful” tweets. We construct the search terms list by including a set of event-relevant words (e.g., accident, hurricane, etc.), as well as the top 10 hottest trend words from the G20 countries in every two hours. The content of each tweet is preprocessed by removing stop words, stemming, and obtaining nouns and verbs only. The tweets are incrementally processed in the order of their posted time to simulate the dynamic tweet stream, and the generated events can be reported at any time. To evaluate the performance of the proposed indexing method, we generate four subsets in sizes of 2 million, 4 million, 6 million and 8 million tweets in terms of their posted time. 100,000 tweets are randomly picked as new coming tweets (i.e., queries), with the length ranging from 2 to 10 words, to test the effect of query length on the efficiency of nearest neighbour search. Note that the data volume is relatively small on Twitter scale, this is because the tweets that can be crawled by Twitter API are limited and we further restrict the collected tweets to specified countries and search terms. Considering that 58 million tweets are posted everyday on average, we will extrapolate our results to the entire tweet stream in a sliding window of two weeks later.

6.1.2 Ground Truth Generation

Due to the lack of ground truth for event detection and evolution monitoring from Twitter, the evaluation metrics for TDT (Topic Detection and Tracking) cannot be directly used for our work. We first build up the ground truth (the top-N hottest events that happened on a particular day) from the tweet stream. In our data collection process, each tweet is collected based on a search term. Given a set of daily collected tweets, the sum of re-tweeted numbers is calculated for every search term as the mentioned times. We pick a list of search terms with the top-N largest mentioned times as the event ground truth for that day, referred to as ground-truth-N. It is not practical to construct ground truth for event evolution monitoring. Thus a user study is applied in the evaluation phase.

6.1.3 Performance Indicators

Three metrics are adopted to evaluate the effectiveness of the process of monitoring evolving events.

- Purity: The purity is defined as the percentage of labelled objects of the majority class in each cluster for all the clusters. As a standard measure of the cluster quality, it can be used to check the quality of an event which is basically a cluster of tweets.
- Precision: Precision is a classical and effective measure in information retrieval to evaluate the accuracy. In this paper, it is calculated by dividing the number of events existing in both retrieved top-N events from our algorithm and the corresponding ground-truth-N by N.
- Coverage: Coverage is the proportion of the total ground truth events that have been detected. Specifically, it is calculated by dividing the number of different events existing in both retrieved top-N events from our algorithm and the corresponding ground-truth-N by N. In other words, when similar events correspond to one ground truth event, we will count it once only. The reason we choose coverage in addition to precision is that we want to know how many ground truth events are detected correctly, not how many detected events are ground truth events. The former is more important in real life, since recommending similar events is useless.

Three measures are used to evaluate the performance of the index structure for nearest neighbour search.
• Pruning power: Pruning power is the percentage of events that are pruned in the filtering step of search processing.
• Search time: Search time is the total query response time for a tweet to get its nearest neighbour event from the index. It dominates the overall time for processing a new tweet.
• Index update time: Index update time is the total time spent on updating the index after an event is updated by a new tweet.

6.1.4 Compared Methods

We design two comparison strategies in the experiments for evaluating the performance of the evolving events monitoring and the index structure respectively.

Event evolution monitoring. We propose four operations to monitor evolving events over time. Hence we compare our event evolution monitoring (EEM) method with the traditional single-pass incremental clustering method to show the effectiveness of the four operations. There are two variants for single-pass incremental clustering (SPIC) algorithm: the one with predefined threshold [3] and the one with automatically adjusted threshold [19], referred to as SPIC1 and SPIC2 respectively. Moreover, to compare with the state-of-the-art event evolution tracking method, eTrack [5] which is based on graph partition algorithm is implemented and compared. To demonstrate the superior 1-terms generated by the wavelet analysis algorithm, the EEM-TFIDF is compared, which is our proposed event evolution method with the 1-terms consisting of the words with high tf-idf values.

Index structure. We compare our Multi-layer Inverted List (MIL) with three other methods. The first one is the traditional inverted index structure (IL), which is classic and effective for text retrieval. The remaining two methods are IL with different upper bounds for the Cosine similarity. One is the upper bound proposed in [33], referred to as IL-φ1. The other is our proposed upper bound without the multi-layer structure, referred to as IL-φ2. Notably, the indexing structure in [23] is not compared because their method is proposed to reduce the IO cost which is not appropriate to be tested in a main memory setting.

All experiments are implemented on a desktop with Intel(R) Core (TM) i7-3770 CPU @3.40GHz processor and 8GB memory. The operating system is Windows 7 Enterprise (64-bit).

6.2 Tuning of Parameters

Two parameters need to be tuned in our method. They are θU for the event evolution monitoring and λ for the MIL index structure. The 439,880 tweets posted from July 25th to July 31st are used for the tuning of parameters and the remaining 10,681,232 tweets are used for testing.

θU controls the radius threshold for events to avoid the side effect of extremely large threshold values. The effect of θU on purity and coverage for different θU values in the range of 0.2 to 0.6 is shown in Figure 4. In Figure 4(a), the purity increases as θU goes up for different top-N hottest events. This is because the higher the threshold is, the less noise will be inserted into the clusters. In Figure 4(b), the coverage for event detection first increases when the threshold rises. It reaches its peak when θU=0.4 and then goes down. The reason is that when large events are split into small events due to the high threshold, the top few largest events cannot be correctly tracked anymore. In consideration of both coverage and purity, we set 0.4 as the default value for θU.

λ is the support threshold for FP-growth which is used to control the generation of m-terms at each layer in MIL. The 1-terms are generated by wavelet analysis based on the goal to make more than 99% of tweets contain at least two words (after removing stop-words). This is because tweets containing just one word may lead to ambiguity or misunderstanding about its topic. From the 1-terms, we generate 2-terms by tuning λ to get the best performance of the 2-layer MIL. Similar idea is applied to tune λ for different layers in MIL. Figure 5 shows the results for m=2 and 3 respectively, from which we set λ = 0.00005 and 0.00005 to generate 2-terms and 3-terms respectively.

θU and λ are used to generate events and terms. Table 3 shows the statistics for five tweet datasets, where Avg. Size means the average number of tweets in each event, Avg. Length means the average length of the event lists at each layer of MIL, and No. of Terms means the number of terms at each layer. We do not show the results for m > 3, as their numbers of terms generated are very small and most tweets cannot reach those extremely low layers. As we can see, we have less than 20,000 1-terms (i.e., the vocabulary size) for the largest dataset. The average event list length for the first layer is mostly around 100. For the second layer, the number of 2-terms increases dramatically, while the average list length drops quickly to less than 24 even for the largest dataset. This is reasonable since there are many tweets that could share two common words. However, the possibility for tweets to share more than two words plunges, as indicated by the number of 3-terms in the table, and the average list length is further reduced to be around 10 or slightly more.

Comparing the index size of MIL with the traditional IL, i.e., the first layer of MIL, MIL consumes much larger space than IL. For the largest dataset, IL occupies about 8MB space, while MIL takes about 80MB. However, compared with the main memory size of 8GB, such space cost is rather small. Therefore, we assume all events and the index structure are fully maintained in main memory for the experiments. Despite the disadvantage of space requirement for MIL, we focus on its search performance improvements.

From the space consumption of different sizes of datasets in our experiments, we can extrapolate that for the entire tweet stream in a sliding window of two weeks (812 million tweets), MIL takes about 6.2 GB space. And quite a large percentage of events (e.g., 62% in our datasets) only contain one tweet. These events are created by the noisy tweets which are not relevant to any event. By filtering out these singleton events out of the sliding window, the space consumption will be further reduced. Hence our method is capable of processing the entire tweet stream in reality with a sliding window of a fortnight under our current computer
6.3 Results on Event Evolution Monitoring

Our proposed method can detect events from tweets stream and monitor their evolutions. In this experiment, we first test the performance of the event detection and then verify the performance of evolution monitoring. A special dataset named “Tweets-Lite” is used in this experiment, which consists of 500,634 tweets collected from August 1st, 2013 to August 15th, 2013.

6.3.1 Event Detection

In this part, different event detection methods are compared. The coverage and purity are reported for different N values from 5 to 30, where N means the top-N hottest events detected. For each day, the top-N hottest events are monitored and the corresponding purity, precision and coverage are calculated. The average purity, precision and coverage for different N are reported as the final results.

As illustrated in Figure 6, our method EEM outperforms almost all the others in all the three performance indicators except for purity of eTrack. In general, SPIC1 is better in purity but worse in coverage. This is because the similarity threshold can be adjusted to make the cluster smaller so that the noise in an event is less. In this case, the purity will be high. However, big events will be separated into several similar small events. Hence the coverage will decrease since some biggest events are not accurately captured. EEM adopts the automatic threshold. It is also able to trigger the split or merge operation to have a good balance on event sizes and noises for event evolution monitoring. eTrack shows the highest purity but relatively low coverage. The high purity comes from their defined skeletal cluster which effectively removes the noises in the clusters. However, in their method, multiple recommended events correspond to the same ground truth event leading to the unsatisfactory coverage value. As for the algorithm of filtering words to generate the 1-terms, the wavelet analysis algorithm (EEM-TFIDF) in all three measurements: purity, precision and coverage.

This shows the effectiveness of the wavelet analysis. Moreover, we further check the words removed by wavelet analysis and find that around 3% of event-relevant keywords are incorrectly filtered. However, considering that there are 83% noisy words removed in total, which significantly saves the space and time consumption, the little sacrifice in accuracy is acceptable. Unlike in coverage, eTrack shows comparable performance to EEM in precision (Fig. 6(c)). Comparing Fig. 6(b) and Fig. 6(c), we can find that around 70% events detected by eTrack are ground truth events, however 10% - 20% of them are similar (duplicate). As for EEM, the percentage of duplicate events is under 5%.

6.3.2 Evolution Monitoring

In this subsection, we focus on the performance study on the event evolution monitoring.

We first compare the performance of split and merge operations between the state-of-the-art evolution monitoring method eTrack and our method EEM. We manually check the evolution results of these two methods within the time window of two days. Moreover, SPIC1 is also inspected to further check the influence of split and merge operations on traditional single pass incremental clustering algorithm. Table 4 lists the statistics of event evolution operations. We can see that EEM generates more events than eTrack due to the skeletal cluster designed in eTrack. The Running Time shows the time cost on processing all the tweets within the two-day time window. The proposed EEM outperforms eTrack by reducing more than 70% time cost. Comparing the performance of EEM and SPIC1 shown in both Figure 6 and Table 4, it is obvious that split and merge operations improve the event evolution performance on purity, coverage and precision with only slight additional time cost.

To better understand the event evolution details of our EEM, we also conduct a case study on the dataset “Tweets-Lite” as shown in Table 5 and Figure 7. “No. of Occurrences” is the number of occurrences of each operation. The “Avg. Event Size” is the average size of the events before they are split or merged. From Table 5, we can see that most tweets are absorbed by an existing event. Generally, split operations happen on the large events while the merge operations happen on the small events. Only around 8% split operations are followed by a merge operation.

The distribution of the event durations is shown in Figure 7. We can observe that, 23.1% events last just one day, and this number decreases to half when we count the events that last for
two days. 17.7% events are long-running events which are active all the time. For the other durations, the number of events stays stable.

### 6.4 Results on Indexing

In this subsection, we report the comparison results on the indexing performance for the nearest neighbour search. To show the effect of data size, we conduct experiments on the five datasets as mentioned in Section 6.1.1. Their events and terms are first generated and then indexed by MIL. The effect of the query length is also examined, given the range from 2 to 10.

The search time and the pruning power of different methods with different lengths of query tweets on different sizes of datasets are shown in Figure 8. Figures 8(a)-8(e) show the results of search time for different index methods on different sizes of datasets. Clearly, MIL achieves the best search time and larger datasets lead to more search time for all methods. However, the increments for our method MIL are much smaller than the traditional IL. Equipped with two different upper bounds, IL can be further improved by IL\(_{\phi_1}\) and IL\(_{\phi_2}\). Our proposed upper bound significantly outperforms the upper bound proposed in [33]. By applying the multi-layer structure, the search time can be further improved. As the query length increases, the superiority of MIL is better demonstrated. Figures 8(f)-8(j) show the pruning power of IL\(_{\phi_1}\), IL\(_{\phi_2}\), and MIL. IL does not prune any events from their full similarity computations. All datasets show similar trends. Our proposed upper bound is able to prune over 95% of the events and together with the multi-layer structure it can further increase the pruning power to be 98% for all different query lengths and data sizes, showing the strong robustness of MIL. IL\(_{\phi_1}\) can achieve less than 60% pruning power and its capability drops quickly as query length increases. The pruning power is close to zero when the query length reaches 8.

We also test the index update time whenever there is an update on events as described in Section 5.2. As shown in Figure 9, the index update time is minor compared to the search time. This is because in addition to the time spent on retrieving events list from MIL, search time also includes the time on upper bound calculation and a small number of similarity calculations, while the index update time only includes the time spent on updating events in MIL. As the data size increases, the index update time grows as well. Due to the multi-layer traversal, MIL takes slightly more time than the one layer IL. However, compared with the significant gain in performance of nearest neighbour search, additional cost for index update is acceptable.

We further test the average and maximum index maintenance time after each of the four event operations on dataset “Tweets-Lite” and the results are listed in Table 6. The time cost on the index maintenance depends on the number of words contained in the event that is to be updated in MIL. For creation, the new event contains just one tweet. From Table 5 we can see that the event size is also small for merge. Hence the average index maintenance times for creation and merge are much smaller than for the other two operations. The large number of words in events will lead to a considerable increase in index maintenance time. That’s why absorption takes significantly longer time than others to maintain MIL. For the worst case, index maintenance time after creation is the smallest among the four operations because the event to
To better understand the four event operations in the proposed framework, a running time analysis is conducted for these operations. Note that for creation and absorption, the processing time basically comes from the nearest neighbour search. Hence in Table 7 the average and maximum processing time of the nearest neighbour search, split and merge are listed. Theoretically, nearest neighbour search, split (bisecting K-means) and merge all have a linear time complexity (linear in the number of the events retrieved from MIL, linear in the number of tweets contained in the split event and linear in the the number of merge candidate events retrieved from MIL respectively). From Table 7 we can see that, on average nearest neighbour search takes the least time, and split takes the most. This is because split (bisecting K-means) makes multiple iterations on each run while the other two operations are just one-pass. In the worst case, merge is the slowest operation. The reason is that, after merging with each single candidate event, the radius of the newly merged event will be calculated to check if the stop condition is met. This will be time-consuming if the merge candidate list is long.

7 Conclusion

In this paper, we have presented a novel event monitoring method along with a multi-layer inverted indexing structure to efficiently and effectively index evolving events from tweet streams. Four operations are designed to capture the dynamics of events over time. A multi-layer structure is proposed to improve the performance of the traditional inverted file and used to accelerate the event evolution monitoring process. Extensive experiments are conducted on real-life tweet datasets to verify the novelty of our methods. In future, we plan to study the effectiveness and efficiency of event monitoring using techniques that incorporate temporal decay [34]. Temporal information is a significant factor for social data like tweets. With the consideration of time, the event detection performance will be further improved in both accuracy and scalability.
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